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Abstract. Speech emotion recognition datasets can have class noise
due to subjectivity during the labeling process or because of automatic
labeling. Class noise has been neglected until recently in machine learning
research. In this work, we study the effects of controlled class noise in 10
datasets from different languages. We find that low levels of class noise
(5-10%) do not significantly affect the performance of classifiers, but
higher levels of class noise severely impact performance. Support Vector
Machines (SVMs) appear to be the best candidate for handling class
noise across most datasets and noise levels compared to other traditional
algorithms. We propose a preprocessing method that effectively corrects
mislabeled samples at moderate and high noise levels, enhancing the
model’s performance as measured by balanced accuracy.

Keywords: SER, class noise, support vector machines,
preprocessing, ensemble.

1 Introduction

Speech Emotion Recognition (SER) is a task of affective computing, the subfield
of artificial intelligence dedicated to recognizing human emotions, sentiments,
and feelings [1]. The SER problem can be seen as a classification problem, where
the aim is to find a proper model (classifier) that maps samples from the input
space X to one of the ¢ discrete labels or classes in a set of labels C'. For the
SER problem, as its name implies, the input samples are audio recordings, and
the labels are the set of considered emotions. Fig. (1) is shows the most common
methodologies used in SER. More details about the current state of the literature
for the SER problem will be discussed in the State of the Art section.
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Fig. 1. Most common methodologies followed in the SER problem. Some strategies
involve deep learning approaches. Thicker lines highlight the path followed in this work,
consisting of extracting 13 Mel-frequency cepstral coefficients from audio recordings
and implementing traditional machine learning algorithms. Image inspired by [2].

Since the SER problem can be treated as a classification problem, typical
challenges in classification, such as noise, are also present in SER. Noise can be
simply thought of as errors in the data; according to [8], it is also referred to as
irregularities or corruptions in a dataset. For a more formal definition of noise,
[9] briefly introduces the topic in the context of the Probably Approximately
Correct (PAC) theory. PAC is a mathematical formalization of machine learning
proposed by Valiant in [10]. For regression problems, the expected test error
depends on variance, bias, and noise, as can be seen in Eq. 1:

Err(zo) = [Ef (o) — f(x0))> + E[f(x0) — Ef (z0)]” + \0/2_/, (1)
Bias? Variance Noise

where zg is a sample from input space, f is the estimated function and f is
the actual value according to the dataset. A complete derivation can be found
in [11]. This result is studied in the bias-variance decomposition and is typically
derived for regression due to its simplicity.

Noise can reduce the performance of the model, increase the complexity of
the model, and extend the training time [8]. In [12], two categories of noise are
presented: attribute noise and class noise. More details about these types of noise
and methods for their treatment will be provided in the State of the Art section.

1.1 Outline of the Work

The remainder of this paper is structured as follows: In the next section,
State of the Art, we provide a detailed review of the current literature on
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SER and noise in_classification tasks. Following this, the Research Goal section
underscores the s':i)gﬁ’f ceniog Mg Ipre Is“’}%g'\‘ QP SO SR E RPN P
objectives of this study. In Criteria for Effective Noise Treatment, we present a
theoretical framework that guides the experimental design, which is detailed in
the Experimental Framework section. The remainder of the paper follows the
conventional structure of a scientific paper, including the presentation of results,
conclusions and future work.

2 State of Art

2.1 Speech Emotion Recognition

In [2], a systematic literature review is presented. They consider seven key
questions related to SER; one of these questions is, "What type of speech
datasets® are used for SER?" They proposed three main categories: acted
datasets, evoked or elicited datasets, and natural datasets.

Acted Datasets Acted datasets represent the most common type of SER
datasets [2]. One example of an acted dataset is the Mexican Emotional Speech
Database (MESD) [4]. For this dataset (and for many other acted datasets), a
variety of actors (differing in age, gender, or accent) are chosen to speak words
or phrases while acting out an emotion.

Elicited Datasets FElicited datasets are created by eliciting emotions in
participants. One example of an elicited dataset is EmoMatchSpanishDB [5]. For
this dataset, the labeling process was done through a crowdsourcing method.

Natural Datasets Natural datasets can be created in different ways, such as
from TV shows, interviews, and conversations between customer care agents and
customers [2,7]. One example of this type of dataset is the RECOLA dataset,
which is a multimodal corpus, meaning it includes more than one modality. In
this case, it includes audio and video data, as well as physiological data, namely
electrocardiogram and electrodermal activity. The data were obtained through
a video conference where participants were asked to complete tasks.

Feature Extraction SER task follows the typical pipeline of any classification
problem. If it is opted to extract features from the audio signal, instead
of working directly with the raw signal, extracting Mel Frequency Cepstral
Coefficients (MFCCs) is the most widely set of features employed [7]. According
to [21], MFCCs are derived by capturing the envelope of the short-time power

3 In the SER field, it is common to refer to the set of labeled audios as a database.
In this work, we adopt the term dataset, more commonly used in other fields of
machine learning.
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spectrum, representing the vocal tract shage. The alprocess involves segmenting
RangyBIANHoRS %Jhegoggﬁ%%{ezﬂgB ol ek %JI{?e(fﬁré%%/ domain using the short-time
discrete Fourier transform to obtain MFCCs. Subsequently, Mel filter banks
are employed to calculate energies in several sub-bands, followed by computing
the logarithm of respective sub-band energies. Finally, MFCCs are obtained by

applying the inverse Fourier transform.

Classification algorithms used in SER According to [3], there is currently
no consensus on a state-of-the-art algorithm for SER that performs optimally
under all conditions. It is recommended to conduct preliminary research to
choose the most appropriate classification algorithm. For this reason, different
algorithms will be tested in this work to compare their performance under specific
noise conditions.

2.2 Noise in Classification Tasks

Attribute Noise Attribute noise refers to errors or corruptions in instances of
the input space X; in particular, for the SER problem, this type of noise involves
corruptions in the audio data. Attribute noise in SER has been extensively
studied. For example, [13] examines the effect of white noise, [14] explores the
impact of reverberation and Gaussian noise, and [15] presents a survey of SER
in natural environments, which often include background noise.

In [16], a strategy is proposed to handle attribute noise for general machine
learning tasks (tabular data), achieving new state-of-the-art results. Their
strategy aims to correct attribute noise rather than deleting samples with
potential noise. This approach is proposed because, as discussed in [12], removing
noisy samples can eliminate noise but may also discard valuable information in
some cases. Similar approaches, where noisy samples in unstructured data are
corrected rather than removed, can be found in [14]. In this study, white noise
in audio is handled with speech enhancement, followed by feature extraction to
convert the problem to tabular classification.

Class Noise Class noise refers to errors or corruptions in the attribute class,
i.e., having samples mislabelled. In the context of SER, this means having
audio samples in the dataset labelled with an inappropriate emotion. [12] found
that class noise is generally more harmful than attribute noise for classification
tasks. This may be due to the fact that a mislabelled sample (x;,y;) completely
meaningless, which is the information received by the algorithm during training.

In [17], SVMs were used to detect suspicious labels and correct them through
expert supervision. This method showed improvement but may be unsustainable
at a large scale. Other strategies involve eliminating noisy samples and are
called filters. Examples of these filters include edited nearest meighbor, which
removes samples inconsistent with their k& nearest neighbors; filters based on
the voting of ensemble methods; or filters that eliminate misclassified samples
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through cross-validation. For a more comprehensive review of filter methods,
see [1 8]. Preprocessing Method for Class Noise Treatment in Speech Emotion Recognition

According to [16], the two main strategies to handle both attribute and
class noise are using robust algorithms (algorithms not sensitive to noise) or
preprocessing techniques (such as filters).

3 Research Goal

3.1 Importance of Study Class Noise in SER Problem

In [5], it is mentioned that creating a SER dataset is expensive due to the need
for actors. This limits the size of acted and elicited SER datasets. For this reason,
deep learning approaches for SER have not yet reached their full potential [6].
These aspects highlight the need for new, scalable methods for creating SER
datasets. For example, [19] exploits the current emergence of large-scale video
available on social networks by implementing cross-modal techniques (audio and
video in this case) and pseudo-labeling methods. In [6], data is augmented by
using segments of labeled samples, but assigning the class of the utterance to the
segment can create class noise. To address this problem, they use an iterative
self-training method to label segments.

Another source of class noise in SER frequently discussed in the literature is
the subjectivity of label annotators [20]. For all these reasons, class noise in SER
problems has become an area of study. Current work addressing class noise in
SER has improved performance by around 2% using BLSTM models [20]. Until
recently, class noise in SER has been neglected, and there is still much work to
be done. To our knowledge, there is no research on controlled class noise in SER
across a significant number of datasets.

Objectives: This work has two primary objectives. The first is to study the
robustness of several machine learning algorithms under controlled class noise
conditions in the SER problem. We limit our study to well-known traditional
algorithms, namely support vector machines (SVMs), random forest (RF),
gradient boosting classifier (GB), AdaBoost, K-NN, and Ridge classifier. The
second objective is to present a preprocessing method that satisfies the condition
in Eq. (3) for specific noise levels. Finally, we compare the performance of
the previously studied algorithms and our method alongside the most robust
algorithm identified.

4 Criteria for Effective Noise Treatment

We propose the following formulation for the class noise problem, along with
key conditions for a preprocessing method that aims to mitigate noise without
discarding samples. For a single label classification dataset:

D = {X’Y} = {Xivyi}iliov
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we say it’s noise free if for every x; € X its label y; is equal to the ground-truth
RaN PR FAICSRATN YT BN A R A RHER L

Dy = {XvYO} = {Xlay?}f\;O

Similarly, we can extent the notion of class noise in a dataset D,. by measuring
it as the fraction r of mislabelled samples, r can take values from 0 to 1; for
example, a dataset with ten percent of mislabelled samples could be express as
Dy 3. By definition, it is true that for a given dataset D,., Eq. (2) is true:

N
1
Ace(D,) = Ace(Y,,Yo) = N Zé(yf ==y))=1-r. (2)
i=0

Note, that Acc(D,.) presented in Eq. (2) is equivalent to accuracy, one well-known
metric to measure performance in classification tasks. In this context, we are
usign this measure (fraction of correct labels in a dataset) as a internal measure
of class noise in a given dataset. For a real scenario, we can’t calculate this
measure since Y is unkonwn.

A preprocessing method P(D,.) without removal of potential noisy samples,
generates a new dataset Dy = (X, YT) with the same samples, but some of them
are re-labeled. We propose that P is a candidate to be a good preprocessing
method for class noise treatment if it fulfills condition presented in Eq. (3), for
some noise level r over a significant amount of datasets:

Acc (P(DT)> >1-r, (3)

nonetheless, this condition is only appropiate for balanced datasets, i.e., datasets
where class distribution is highly skewed amog classes [30]. A dataset is said to
be imbalanced if its imbalance ratio (IR), see Eq. (4), is smaller than 1.5 [31]:

card(majority class)

R= (4)

card(minority class) ’

For a more general purpose, another metric should be used, such as balanced
accuracy, see Eq. (5), which is the average of sensitivity by classes, allowing an
equal representation of all classes. For an imbalanced dataset, there can be a
preprocessing method which fulfills the condition of Eq. (3) by misrepresenting
minority classes in the process of re-labeling. For this reason, in this work we
examine both metrics:

N
R o N P 0 p g0 ==
BAcc(D,) = Te] EZC e ;5(% ==y Ny ==¢). (5)

In Eq. (5) is the set of classes in D,. We say, that P(D,) is a candiadte to be
a good preprocessing method and not a actual one, since the final goal of noise
treatment in classsification can be thought as improvement in model performance
after applying P to the training set and testing in complete unseen data (test
set), and not only improving mislabelled samples inside training set.
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Table 1. Datasets used in this work. The reported cardinalities and imbalance ratios
refer only to the s&ireptesesdiiigAddttind fhiChassdNoisar eatayent iffSpeaehrEnbtine Regognitéoh in

the original papers.

Dataset Cardinality Imbalance Ratio  Language Type
Ravdess [22] 672 2.0 English Acted
TESS [23] 1600 1.0 English Acted
MESD [4] 574 1.0 Spanish Acted
ShEMO [24] 2737 5.3 Persian Semi-Natural
CaFE [25] 504 2.0 Canadian-French ~ Acted
EMO-DB [26] 339 2.0 German Acted
CREMA-D [27] 4900 1.2 English Acted
EMOVO [2§] 336 1.0 Italian Acted
EmoMatchSpanishDB [5] 1318 1.8 Spanish Elicited
URDU [29] 400 1.0 Urdu Natural

5 Experimental Framework

5.1 Algorithms’ Robustness

The data for this study comprised 10 supervised SER datasets, as shown in Tab.
1. We only considered the emotions common to all datasets: anger, happiness,
neutral, and sadness. All audio files were downsampled to a frequency of 16
kHz and converted to mono-channel signals. After standardizing the audio
signals, 13 Mel-frequency cepstral coefficients (MFCCs) were extracted from
each, transforming the unstructured data into tabular form. Various levels of
class noise were introduced: 0%, 5%, 10%, 20%, 30%, 40%, and 50%. Noise
was injected randomly, ensuring each class contained approximately the same
amount. This resulted in a total of 60 datasets, with 10 datasets per noise level.
This approach allowed us to control the noise levels in datasets assumed to be
correctly labeled, enabling an analysis of the effects of varying noise levels on
different algorithms.

To ensure a fair comparison between algorithms, we tested various
hyperparameter instances for each classification scenario (SER dataset and noise
level). A grid search was used to find the optimal set of hyperparameters.
Despite using a substantial number of SER datasets, we performed 3 x 5-fold
cross-validation. Within each 5-fold cross-validation, different noise injections,
folds, and random states for algorithms were employed. Balanced accuracy was
chosen as the evaluation metric, given that half of the datasets are imbalanced
(see Tab. 1). The grid search space was selected based on prior knowledge of key
hyperparameters for regularization in each algorithm.

5.2 Preprocessing Method Proposed

After evaluating the robustness of the algorithms, we found that SVM often
performed the best, particularly with a radial basis function (RBF) kernel and
a regularization parameter C' = 10. The second-best algorithms were RF and
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Table 2. Overall results of the preprocessing method’s impact are summarized as

RarfdyBresddn Galeges-Rbdniguez) BeonandeeGs ciaddal | olBuenogdt show the number of cases (out
of 10) with improved correct labels. The overall change represents the average change
across all datasets for each noise level.

Level of Noise 0 5 10 20 30 40 50 (%)
Datasets Improved 0 5 6 7 9 9 10
Overall Change  -4.6 -2.2 -0.1 4.0 10.0 13.2 17.8 (%)

k-NN, which showed similar performance across all noise levels. However, k-NN
can be implemented using KD-trees, making it significantly faster than RF.
Therefore, we decided to use both algorithms in an ensemble approach to detect
noisy samples and re-label them. The process is as follows:

Given a noisy dataset D, with an unknown noise level r and unknown
ground-truth labels YO0 (which are not available in real scenarios), two models,
hsvm and hpy,y, are trained on (X,Y,.). These models are then used to estimate
the emotion for each sample across D,., re-labeling them as indicated in Eq. (6):

P(xi) = (6)

hsvm(xi) hs’um(xi) = hknn(mz)
yr otherwise '

To test whether the proposed method is a valid class noise corrector, we
applied it to the 10 datasets under all noise conditions. We assessed whether
the similarity, based on 2 and 5, between Y, and Y, improved compared to Y,
and Yo.

To evaluate whether the proposed method results in actual improvements in
model performance, rather than merely correcting a fraction of mislabeled data,
we tested the method within the same cross-validation framework used to assess
algorithm robustness. Specifically, for each dataset D,., 5-fold cross-validation
was employed. In each iteration, the preprocessing method P was applied to the
four training folds. An SVC was then trained on the re-labeled training folds
and used to estimate emotions in the testing fold. Performance was measured
using the unknown Y. This process was repeated three times for each dataset
and noise level, each time with different random injections and folds.

6 Results and Discussion

6.1 Algorithms Robustness

Results for the best hyperparameter configurations tested for each algorithm
are shown in Fig. (5), along with the results of the preprocessing method. We
found that the robustness of some algorithms depends significantly on the chosen
hyperparameters. Fig. (2) displays the performance for two instances of k-NN
and SVMs.

As shown in Fig. (2), k-NN’s performance does not vary significantly with the
number of neighbors, k. Although a greater number of neighbors is required as
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Variation of performance depending on hyperparameters
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Fig.2. Performances for each algorithm and different evaluations at one
hyperparameter are displayed with double error bars. Thicker, smaller error bars
represent the standard deviation of the mean performance across all datasets for
each 5-fold cross-validation. Larger error bars represent the standard deviation across
all datasets.

noise increases, the performance changes are less pronounced compared to SVMs
with respect to the regularization parameter C'. For each model, we selected the
best hyperparameter configuration across all datasets and noise levels. Generally,
SVM was the best algorithm for all noise levels, particularly with balanced class
weights, an RBF kernel, and C' = 10. For some datasets, k-NN and random
forest performed best at low noise levels. Our results are publicly available on
GitHub for more detailed analysis.

6.2 Impact of Preprocessing Method at Different Levels of Noise

To measure the effects of the preprocessing method under noisy conditions, we
estimate the changes in the percentage of correct labels, as defined in Eq. (2).
Fig. (3) shows the changes in extreme cases: no noise and 50% noise injection.

It can be seen that the preprocessing method improves the labeling of
samples with 50% noise across all datasets but mislabels samples when applied
in noise-free conditions. A summary of the results is provided in Tab. (2).

From Tab. (2), it is evident that the proposed method shows improvements
for conditions with at least 20% noise injection. The enhancements in correct
labels are more significant under high noise conditions compared to the decreases
observed in low noise conditions.
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Impact of Preprocessing on Mislabelled Samples:
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Fig. 3. The percentage of correct labels shown is the average from repeating the process
three times for each dataset and noise level.

To assess whether these improvements compromise minority classes, we
compared the percentage changes between BAcc(Y,,Yo) and BAcc(Y,,Y).
The results, shown in Fig. (4), are consistent with those presented in Tab. (2).

According to Fig. (4), the proposed method may not be suitable for low
noise levels (0-10%) due to a decrease in similarity to the ground-truth labels.
For moderate noise levels (20-30%), the method appears to be effective, with
most datasets showing improvement. Notably, the ShEMO dataset, which is the
most imbalanced with a ratio of 5.3, also shows improvement at these noise
levels, suggesting that the method may be resilient to imbalanced data. Finally,
for higher noise levels (40-50%), the proposed method delivers better and more
consistent results across all datasets.

6.3 Improvement in Model’s Performance on Cross Validation
Settings

After confirming that the proposed method is a viable preprocessing option
for certain noise levels according to our definition, we need to ensure that
these changes result in actual improvements in model performance. We followed
the procedure described in the experimental framework. Results are shown in
Fig. (5), along with the most robust configurations for each algorithm studied.
Fig. (5) indicates that the proposed method performs worse under noise-free
conditions, falling below even SVMs and most other algorithms. At 5% noise,
the method remains nearly resilient and shows performance close to that of
SVMs. At 10% noise, the proposed method achieves the best results compared
to all other algorithms. For higher noise levels, while the performance of the
preprocessing technique begins to degrade, it remains significantly better than
that of all other algorithms.
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Fig. 4. Percentage changes in balanced accuracy serve as an internal measure for
dataset D,, estimating the similarity between Y, and Y, before applying the
preprocessing method and Y, and Yy after applying the method.

7 Conclusions and Future Work

In this work, we conducted a systematic study on the effects of noise in the
Speech Emotion Recognition (SER) problem. Our primary contributions are
twofold. First, we established that among the algorithms studied, Support Vector
Machines (SVM) consistently deliver superior performance across both low and
high noise levels. Second, we proposed a preprocessing technique that effectively
outperforms traditional machine learning algorithms in high noise conditions.

The proposed method has shown promise in enhancing data quality for
SER datasets. It significantly improves performance in noisy environments,
outperforming all other algorithms studied, showing its potential as a valuable
tool for preprocessing in real-world applications.

Future work will focus on enhancing the generalizability of this method
for cross-corpora problems, where models are trained and tested on datasets
with different distributions, such as actors or speakers from various regions
or languages. We aim to investigate how well this preprocessing technique can
support a broader range of algorithms, including neural networks, which were
not covered in this study. By extending the scope of our research, we hope
to improve the robustness and adaptability of SER systems across diverse and
challenging conditions.

ISSN 1870-4069 15 Research in Computing Science 154(3), 2025



Performance for each algorithm

Randy Brandon Gallegos-Rodr igiiet Besripedn GanserBdieBiusnor &@hfiguration

0.9 R T Algorithms
T kNN
Random F.
0.8 Ridge
T Gradient B.
> db T AdaBoost
15 -
@ 0.7 or = I svwm
jan - PM+SVM
- =
B =
S -
< 06
o ¥l = ¥
@ I Tl =
[=] 1
© 057 * o+ -+
@
m ek .
x
0.4 T
L
+ *
*
0.3

0.0 0.05 0.1 0.2

Noise level

0.3 0.4 0.5

Fig. 5. Performance results for each algorithm are displayed with double error bars.
Thicker, smaller error bars represent the standard deviation of the mean performance
over all datasets for each 5-fold cross-validation. Larger error bars represent the
standard deviation across all datasets. The proposed method is labeled as "PM’.
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